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signal from an entire scene to be imaged. Instead of scanning the scene to build
a three-dimensional image, the imaging apparatus maps the temporally resolvable
P ) signal from the entire scene to three-dimensional image data using a mapping mod-
/ el, which may comprise a machine learning algorithm. The temporally resolvable
4 signal canbe a reflected signal emitted from the scene in response to a measurement
signal pulse emitted by the imaging apparatus. The machine learning algorithm may
- / be trained using a training set comprising temporally resolvable signals associated
with corresponding three-dimensional images. The measurement signal pulse may
. be an acoustic signal (e.g. ultrasound), or may comprise visible light, or radiation

in the super high frequency (SHF) or extremely high frequency (EHF) ranges.
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METHOD AND APPARATUS FOR THREE-DIMENSIONAL IMAGING

FIELD OF THE INVENTION

The invention relates to techniques for obtaining images
in which objects can be resolved in three dimensions within a
field of view. In particular, the invention relates to a
technique in which temporal resolution of a reflected signal
can be converted or mapped to spatial resclution in an output

image.

BACKGROUND TO THE INVENTION

Various techniques for obtaining three-dimensional images
are known. Some techniques actively interact with an object
or scene to be imaging in order to measure depth information.
Examples include computed tomography scanning, laser-based
rangefinders, structured light scanning, etc.

In such systems, the need to obtain multiple depth
measurements for any given image places a practical limit on
the rate at which any output 3D image can be refreshed. By
way of example, LIDAR (Laser Imaging Detection and Ranging) is
a range finding technology used in multiple areas such as
surveying, robotics, object recognition etc. The operational
principle of LIDAR is the following: pulsed laser light is
used to illuminate a scene in a controlled way (either
scanning the scene in 2D or by using multiple laser sources)
and the depth information is recovered by measuring the time
it takes for the light pulse to be reflected by every point on
the field of view. As a consequence, LIDAR systems are
generally bulky devices with relatively low frame rate and
scanning parts. This can make them unpractical for use in
scenarios where the detector needs to be compact or in which

the output images need to be provided rapidly.

SUMMARY OF THE INVENTION

At its most general, the invention provides an imaging
apparatus that operates by obtaining a temporally resolvable

signal from a scene to be imaged, and mapping that temporally
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resolvable signal to three-dimensional image data using a
suitable algorithm. The temporally resoclvable signal can be a
reflected signal emitted from the scene in response to a
measurement signal pulse emitted by the imaging apparatus.

The algorithm may be a machine learning algorithm trained
using a training set comprising temporally resolvable signals
associated with corresponding three-dimensional images.

Herein, reference to three-dimensional images may mean
digital images in which each pixel or pixel group is
associated with depth information, i.e. information indicative
of a distance to the object depicted by the pixel or pixel
group. The output from the algorithm may be a three-
dimensional image data, e.g. a 2D matrix of depth information,
which may be displayed alone as a 3D image, or combined with a
2D image (e.g. captured by a separate image sensor) to provide
enhanced spatial resolution.

The invention proposes a radically different approach
compared with traditional 3D scanners, because it does not
require scanning parts, nor arrays of sensors or structured
illumination. In use, the apparatus operates to expose the
whole scene to the measurement signal pulse. In an example
where visible light is used to obtain the temporally
resolvable signal, the measurement signal pulse may resemble a
single flash across a field of view of a camera. Other types
of radiation may also be used for the measurement signal
pulse, e.g. centimetre wave or millimetre wave electromagnetic
radiation (i.e. radiation in the super high frequency (SHF) or
extremely high frequency (EHF) having a frequency in a range
3-300 GHz). Alternatively or additionally, the measurement
signal pulse may be an acoustic signal, e.g. an ultrasound
pulse similar to those used in car parking sensors.

According to a first aspect of the invention, there is
provided a three-dimensional imaging apparatus comprising: a
source configured to emit a measurement signal pulse towards a
scene to be imaged; a detector configured to detect a
reflected response to the measurement signal pulse from the
scene, wherein the reflected response comprises a temporally
resolvable signal; a processor configured to: receive the
temporally resolvable signal; input the temporally resolvable
signal into a computer-executable mapping model, wherein the

mapping model is configured to map the temporally resolvable
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signal to three-dimensional image data that represents the
scene; and output the three-dimensional image data. The
apparatus thus operates to convert a temporally resolvable
signal, which may resemble a simple one-dimensional time
series data structure, into 3D image data, e.g. a 2D array of
depth values.

The apparatus of the invention may provide certain
advantages compared with conventional 3D imaging systems, and
in particular known LIDAR systems. Firstly, the exposure of
the scene to a single pulse (e.g. using flash illumination)
means that the energy delivered per area (intensity) is much
smaller than for the case of laser scanning LIDAR. Secondly,
the apparatus does not require scanning parts or arrays of
sensors (e.g. cameras) for gathering the data, which means
that the apparatus can be more compact and faster than other
approaches.

The mapping model may comprise a machine learning
algorithm, e.g. an artificial neural network or the like. The
machine learning algorithm may be trained using a training set
comprises entries that associate temporally resolvable signal
with known (ground truth) 3D image data. When configured in
this way, the apparatus may be capable of further improvement
over time, e.g. by upgrading the mapping model based on an
expanded training data set. In one example, the apparatus may
include or be used in a context where there is also a 3D
scanner. The apparatus may thus generate more data whilst in
use, so the algorithm can be updated in situ to improve its
ability to recognise features.

The temporally resolvable signal may be a data structure
that associates variation in a parameter of the reflected
response with time. The parameter used may depend on the
nature of the reflected response. In one example, the
temporally resolvable signal may be a temporal histogram of
intensity of the reflected response over time. The intensity
of a signal may be indicative of an amount of energy received
per unit time, for example.

The detector may comprise a single-point detector. In
other words, the reflected response may be detected at a
single detection point. 1In this example, the temporally
resolvable signal is a one-dimensional entity, because no

spatial information is obtained by the detector. In another
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example, the detector may comprise a plurality of single-point
detectors, in which each of the single-point detectors obtains
a respective (one-dimensional) temporally resolvable signal.
The plurality of single-point detectors may be spatially
separated from one another. In this example, the outputs from
the array of single-point detectors can be used to distinguish
between scenes that produce a similar temporally resolvable
signal for a single point detector.

The detector may be any device capable of sensing the
reflected response to generated a temporally resolvable
signal. The type of detector may depend on the source, as
discussed below.

The source may be configured to generate optical
radiation, i.e. electromagnetic radiation in the visible part
of the spectrum. In one example, the source may comprise a
laser. It may be desirable to use a laser so that the
measurement signal pulse has a well defined wavelength, which
may assist detection of the reflected response.

The measurement signal pulse may thus be a light pulse.
The source may include an optical system (e.g. lens or lens
array) configured to flash illuminate the scene with the light
pulse. Where the source generates optical radiation, the
detector may be an optical detector. For example, the
detector may comprise any of a single photon avalanche diode
(SPAD) detector, a photodiode, an avalanche photodiode (APD)
detector, or a silicon photomultiplier detector. The
temporally resolvable signal may comprise a temporal histogram
of photon count over time.

Thus, the apparatus may operate with a single laser
system that emits light pulses, while the returned light may
be focused and collected with a single pixel SPAD detector.
The SPAD detector records arrival times of return photons from
the whole scene. If we assume that the SPAD is placed at a
position 195 = (Xg,¥0,29), the arrival time of an object placed at
position r=(x,y,z) is t«|r—r1y|/c (where ¢ is the speed of
light). The SPAD registers all the photon events during a
defined time window and the processing electronics generate a
temporal histogram showing the number of photons that arrived
at each time within the window. The mapping model operates to

recover the 3D information of the scene from the temporal
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histogram. The mapping model may provide a 2D image with
intensity-coded depth of field for each new measured histogram
(in a single-shot), without requiring scanning.

The technigque disclosed herein can in principle be
applied to any source of radiation/wave energy whose temporal
trace can be measured. The source may thus use other types of
electromagnetic radiation (e.g. similar to those used in
short-range radar) or acoustic radiation.

The source may thus comprise an electromagnetic radiation
generator. The measurement signal pulse may be an
electromagnetic radiation pulse in the SHF or EHF band, e.qg.
having a frequency in a range from 1 GHz to 300 GHz.

Alternatively, the source may comprise an acoustic
transducer, whereby the measurement signal pulse is an
acoustic pulse. For example, the measurement signal pulse may
be an ultrasonic pulse, and the detector may comprise an
ultrasonic sensor.

In these examples, the same device may be used to emit
the measurement signal pulse and detect the reflected
response. The apparatus may thus comprise a signal
transceiver operable as both the source and the detector.

This assists in making the apparatus compact.

The apparatus may comprise a display screen. The
processor may be further configured to display the three-
dimensional image data on the display screen.

Alternatively or additionally, the apparatus may comprise
a communication module. The processor may be further
configured to transmit, using the communication module, the
three-dimensional image data to a remote device.

In another aspect, there is provided a method of
generating three-dimensional image data, the method
comprising: emitting a measurement signal pulse towards a
scene to be imaged; detecting a reflected response to the
measurement signal pulse from the scene, wherein the reflected
response comprises a temporally resolvable signal; receiving,
by a processor, the temporally resolvable signal; inputting,
by the processor, the temporally resolvable signal into a
computer—-executable mapping model; mapping, by a mapping model
executed by the processor, the temporally resolvable signal to
three-dimensional image data that represents the scene; and

outputting the three-dimensional image data. This aspect may
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have any of the features discussed above with referred to the
three-dimensional imaging apparatus.

In a further aspect, there is provided method of training
a mapping model for generating three-dimensional image data,
the method comprising: (a) emitting a measurement signal pulse
towards a scene to be imaged; (b) detecting a reflected
response to the measurement signal pulse from the scene,
wherein the reflected response comprises a temporally
resolvable signal; (c) measuring, by a depth sensor, three-
dimensional image data for the scene; (d) associating the
temporally resolvable signal with the three-dimensional image
data to create an entry in a training data set; (e) repeating
steps (a) to (d) to generate a training data set comprising a
plurality of entries; and (f) training an artificial neural
network using the training data set to generate a mapping
model configured to map an input temporally resolvable signal
to three-dimensional image data. The depth sensor may be any
suitable 3D scanning or imaging apparatus.

The method may include adding simulated data to the
training set. For example, the method may further comprise:
generating a virtual three-dimensional scene; determining a
simulated temporally resolvable signal at a detection point by
simulating a reflected response from the virtual three-
dimensional scene at the detection point to a measurement
signal; calculating three-dimensional image data for the
virtual three-dimensional scene at the detection point; and
associating the simulated temporally resolvable signal with
the calculated three-dimensional image data to create an entry
in the training data set.

In a further aspect, there is provided a computer-—
readable medium having computer-readable instructions stored
thereon, which, when executed by a processor, cause the
processor to: receive a temporally resolvable signal
indicative of a reflected response to a measurement signal
pulse from a scene; map the temporally resolvable signal to
three-dimensional image data that represents the scene; and
output the three-dimensional image data. This aspect may have

any of the features of the mapping model discussed above.

BRIEF DESCRIPTION OF THE DRAWINGS
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Embodiments of the invention are discussed in detail
below, with reference to the accompanying drawings, in which:

Fig. 1 is a schematic illustration of an image generation
process that underlies the present invention;

Fig. 2 is a schematic diagram of a three-dimensional
imaging apparatus that is an embodiment of the invention;

Fig. 3 is a schematic diagram of an imaging apparatus for
gathering training data for an mapping algorithm suitable for
use with the invention; and

Fig. 4 illustrate experimental results obtaining by

applying the principles of the invention.

DETATLED DESCRIPTION; FURTHER OPTIONS AND PREFERENCES

Overview

The principle of operation of the imaging apparatus
described herein arises from the recognition that it is
possible to map a temporally resolvable signal that is
indicative of a reflected response from a scene into three-
dimensional image data for that scene. This approach is based
on a realisation that every object in the scene has a
different reflectivity (depending on its size and material
composition) and different arrival time for the measurement
signal pulse. This means that the time and magnitude of the
reflection back from each point in the scene varies such that
the temporally resolvable signal can be expressed as a
histogram peak with certain amplitude and peak position. The
amplitude (height) of the peak is related to the object
reflectivity and distance from the laser/detector. The peak
position (along the time axis) i1s related to the object
distance from the laser/detector.

The temporally resolvable signal is provided by a
detector that is responsive to the reflected response. The
type of detector is selected depending on the nature of the
reflected response. For example, the measurement signal pulse
may use a laser, whereby the scene is flood illuminated with a
laser pulse and the reflected light is focused and collected
by an optical detector. In one example, the optical detector

may be a single pixel SPAD (single photon avalanche diode)
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detector. The SPAD detector can record arrival times of return
photons from the whole scene. A time-correlated single-photon
counter may be used with the SPAD detector to generate the
temporally resolvable signal, which in this example may be a
temporal histogram of received photon counts over time.

In other examples, the measurement signal pulse may be
electromagnetic radiation or an acoustic signal, and the
detector may be an antenna, transceiver or transducer arranged
to receive the reflected response and record a variation in
intensity of the response with time.

Fig. 1 is a schematic illustration of an image generation
process 100 that underlies the present invention. The process
begins with obtaining the temporally resolvable signal, which
in this example is a histogram 102 indicating a count of
received photon over time. The temporally resolvable signal
is provided as an input to an algorithm 104 that maps the
input to three-dimensional image data that can be displayed as
a three-dimensional image 106 in any suitable manner. In the
three-dimensional image 106 different colours or shades of
grey are used to indicate the depth information.

The algorithm may take any suitable form, as discussed in
more detail below. In one example, the process uses a machine
learning algorithm that is pre-trained to reconstruct a 3D
image of scene. For example, the machine learning algorithm
may be multilayer perceptron (MLP), which is a class of feed-
forward artificial neural network (ANN) where the all the
elements of the input layer are connected to all the elements
of the output layer through a fully-connected layer. In this
example, the input layer corresponds to the temporally
resolvable signal (e.g. histogram or intensity trace), while
the output layer is a 2D image with intensity-encoded depth
(i.e. a 2D digital image in which the intensity of each pixel
or pixel group is indicative of depth).

The training set for the machine learning algorithm may
be assembled in any suitable way. The training set comprises
3D image information associated with corresponding temporally
resolvable signals. This information can be obtained through
real measurement of 3D image data for scenes that are exposed
to the measurement signal pulse, e.g. at the same time as
measuring a temporally resolvable signal. The 3D image data

may be measured by any suitable device for obtaining spatially
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resolved depth measurements. For example, a time-of-flight
camera may be used to record a series of 3D scenes together
with their corresponding temporally resolvable signals. In
another example, a conventional LIDAR system can be used to
obtain depth information from a scene, which can be associated
with a corresponding temporally resolvable signal.

The success of the proposed approach is surprising, since
it would not normally be possible to obtain 3D information
(spatially resolved depth information) from a 1D input
(variation of photon count or reflected signal intensity with
time). Objects having the same reflectivity (thus peak
amplitude on the temporally resolvable signal) located at
positions within the scene from which the reflected signal has
the same arrival time at the detector would be
indistinguishable in the temporally resolvable signal.
However, the inventors have realised that, in reality, the
risk of features in a real world scene possessing the kind of
symmetry that would yield indistinguishable temporally
resolvable signal is very low. This risk diminishes as the
temporal resolution of the temporally resolvable signal
increases, because the process increasingly capable of
distinguishing between subtle differences in the signals from
slightly different objects. Moreover, since the machine
learning algorithm can be trained on real-life scenarios,
which means that it naturally evolves to match temporally-
resolvable signals to correspond real life scenes. This can
be distinguished from (and is clearly advantageous over) a
scheme in which an attempt was made to reconstruct one or more
hypothetical 3D scenes from the temporally resolvable

information.

3D imaging apparatus

Fig. 2 is a schematic diagram of a three-dimensional
imaging apparatus 200 that is an embodiment of the invention.
The apparatus 200 comprises a source 202 configured to deliver
a measurement signal pulse onto a scene 204 containing obijects
for which relative depth information is wanted. The source
202 is selected depending on the nature of the measurement
signal pulse. As discussed above, the measurement signal

pulse may comprise any type of energy that can be reflected by
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objects in the scene 204 such that a reflected response from
the scene can be captured by a detector 206. The detector 206
is configured such that the scene 204 is located in its
detection zone.

The measurement signal pulse is short burst of energy
having an amplitude selected to ensure that the reflected
response can be distinguished from any background signal that
may be recorded by the detector 206. The detector 206 may be
arranged to filter out the background signal using any
conventional technique. The duration of the pulse may be
equal to or less than 1 ns, preferably less than 100 ps, e.g.
20 ps or the like. Having a very short pulse duration reduces
the overlap between reflected responses from different points
in the scene. When paired with a detector capable of high
temporal resolution, this improves the ability of apparatus to
distinguish between similar scenes.

The source may emit a series of pulses, e.g. in a
periodic manner. The separate between the pulses is selected
to avoid interference or overlap between received reflected
responses. Each pulse may be processed to provide 3D image
information. The apparatus may thus be capable of outputting
a stream of 3D image information. As the mapping from the
reflected response (temporally resolvable signal) can be
processed rapidly, the apparatus effectively outputs a real-
time stream of 3D image information. Tracking algorithms may
also be implemented to improve image reconstruction based on
previously acquired images.

The detector 206 is configured to measure change in
intensity of the whole reflected response with time. The
detector is therefore arranged to capture a reflected response
from the whole scene 204, but need not attempt to spatially
resolve that response. The output from the detector 206 is a
temporally resolvable signal (also referred to herein as a
temporal trace 208) that encodes the variation of intensity
with time. In this context, the term “intensity” is intended
to be indicative of the energy in the received response, which
may have different parameters or units depending on the type
of measurement signal pulse used. For example, for visible
light, the “intensity” may be measured as the rate of received

photons. For acoustic radiation or electromagnetic radiation,
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the “intensity” may be amplitude of the detected reflected
response.

In one example, the source includes a light source such
as a laser or LED configured to output a pulse of radiation,
e.g. in the visible or infrared parts of the spectrum. To
provide a desirable level of temporal resolution in the
reflected response, the pulse preferably has a duration of
around 1 ns. An optical system 203 may be mounted at the
output of the laser to disperse the output beam so that it
illuminates the whole scene 204. In this example, the
detector 206 comprises an optical sensor configured to detect
a reflected response from the scene 204 that corresponds to
each measurement signal pulse. As explained above, the
optical sensor may be any suitable device for producing an
output signal that is indicative of the change in intensity of
a received response corresponding to the measurement signal
pulse. In one example, the detector comprises a lens for
collecting reflected light from the scene 204 and directing it
on to a single photon avalanche diode (SPAD) sensor. The
output from the sensor may be coupled to a time-correlated
single photon counting (TSCPC) module to output a temporal
trace that is indicative of change in received photon count
with time.

In another example, the source includes an ultrasonic
transducer configured to emit an ultrasonic pulse across the
scene 204. The ultrasonic pulse preferably has a pulse
duration selected in conjunction with the detector sensitivity
to obtain a temporally resolvable signal that provides a
temporal resolution corresponding to a desirable level of
spatial resolution, e.g. to permit objects having a size in
the range 10-30 cm to be resolvable, for example. In this
example, the detector comprises an ultrasonic sensor
configured to measure acoustic energy reflected from the scene
204. The output of the detector in this example may be a
temporal trace 208 indicative of variation in an amplitude of
the detected acoustic signal over time.

In a further example, the source may comprise an
electromagnetic radiation generator configured to generate and
emit a pulse of electromagnetic radiation. As mentioned
above, the electromagnetic radiation may be in the SHF or EHF

bands of the spectrum. The electromagnetic radiation
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generator may include an antenna configured to direct the
emitted pulse towards the scene. In this example, the
detector may comprise an antenna configured to detect
radiation at the frequency of the measurement signal pulse.
The antenna may be a directional antenna configured to receive
signals primarily from the scene 204. The detector 206 may
include a filter configured to remove a background signal from
the output of the antenna. The output of the detector in this
example may be a temporal trace 208 indicative of variation in
detected power of the reflected electromagnetic signal over
time.

The apparatus includes a processor 210 configured to
receive temporal trace 208. The processor 210 is part of a
computing device (not shown) that includes memory and software
instructions that, when executed by the processor, enable the
apparatus to perform the functions discussed herein. The
processor 210 has access to a mapping model 212, which is an
example of the algorithm discussed below, that can translate
or transform the temporal trace 208 into 3D image information.
The processor 210 inputs the temporal trace 208 to the mapping
model 212 to obtain the 3D image information. The processor
210 can use the obtained 3D image information to generate and
cause display of output image 214.

As discussed above, the output image 214 may be a
representation of the 3D image information itself, e.g. as a
2D image in which each pixel or pixel group has an intensity
(e.g. colour) that encodes depth information. Alternatively,
the output image 214 may be a combination of the 3D image
information from the mapping model 212 with a 2D image of the
scene 214 captured by a separate camera (not shown).

The source 202, detector 204 and processor 210 may be
provided as a unit, e.g. within a common housing. The unit
may include a display for showing the output image.
Alternatively or additionally, the unit may include a
communication module capable of transmitting the 3D image
information (or the output image) to another device in order
for it to be displayed. The communication module may be

arranged to communication wirelessly over a suitable network.

Gathering data for training
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Fig. 3 is a schematic diagram of an imaging apparatus 300
for gathering training data for an algorithm (mapping model)
suitable for use with the invention.

The apparatus 300 comprises a source 202 configured to
deliver a measurement signal pulse onto a scene 304 containing
objects for which relative depth information is wanted. The
source 302 is selected depending on the nature of the
measurement signal pulse. As discussed above, the measurement
signal pulse may comprise any type of energy that can be
reflected by objects in the scene 304 such that a reflected
response from the scene can be captured by a detector 306.

The detector 306 is configured such that the scene 304 is
located in its detection zone. The source 302 and detector
306 may be configured to output a temporal trace 308 in the
same way as discussed above with respect to the apparatus 200
in Fig. 2. 1In the imaging apparatus 300 for gathering
training data, the temporal trace formed part of a training
data set 320.

The apparatus 300 further comprises a depth sensor 310
that is configured to measure 3D image information from the
scene 304. 1In particular, the depth sensor 310 is configured
to detect a distance to each spatially resolvable object in
the scene 304. The depth sensor 310 may be any suitable 3D
imaging device, e.g. 3D scanner, time-of-flight camera, LIDAR
system, etc. The output of the depth sensor 310 is 3D image
data 312 that also forms part of the training data set 320.
The depth sensor 310 and detector 306 are synchronised so that
each received temporal trace 308 can be associated with
corresponding 3D image data 312 from the depth sensor 310.

The 3D image data 312 thus represents “ground truth” data for
training the algorithm.

The training data set 320 is provided to a model
generator 322, which may be a suitable computing device
configured to train a machine learning algorithm to map an
input temporal trace to 3D image data. The algorithm is
discussed in more detail below.

The training data set 320 may consist entirely or actual
measurement obtained by the depth sensor 310 and detector 306
for a variety of different scenes 304.

However, in a development of the apparatus 300, the

training data set 320 may also include simulated data. The
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simulated data may comprise a simulated 3D scenes 314 that can
be generated by any suitable computer modelling software. As
the scenes are simulated, the depth information from any given
point of view can be calculated in a straightforward manner.
The apparatus 300 may then include a reflection model 316,
which receives each simulated 3D scene as an input. The
reflection model 316 is configured to simulate a reflected
response of the 3D scene to an incident measurement single
pulse (e.g. an incident spherical wave from a given point
source) measured at a certain detection point. The simulation
may be based on assumptions in relation to the reflectivity of
various objects in the scene. This assumptions may be made
based on known information about the reflectivity of real
world objects in order to make the simulated reflected
response as realistic as possible. The output of the
reflection model 316 is thus a simulated temporal trace 318
corresponding to the combination of the given point source and
detection point location. The simulated temporal trace 318
can be associated with calculated depth information for the
detection point to provide simulated training data for the
training data set 320.

Having simulated training data may permit the training
data set 320 to be rapidly expanded because it provides an
efficient way of obtaining temporal traces from multiple
different detection points for multiple different scenes.

In the discussion of the apparatus 200, 300 above, the
detector 206, 306 provides a single detection point for the
temporal trace. However, in order to further mitigate the
risk of certain scenes being difficult to distinguish because
they result is similar temporal traces, i1t is possible for the
apparatus to include multiple detectors. For example, higher
confidence can be obtained by using two spatially-separated
detectors. In this case, for all points of the same spherical
cap, the temporal trace will be different, and it is therefore
possible to determine unambiguously which object-position
corresponds to peaks in the temporal trace. It may be noted,
that even under this configuration there exists a set of
surfaces for which the reflected response at both detectors is
the same, but this set is expected to be smaller and consist
of much more complicated shape than the rotational symmetry

limitation of a single detector. Ultimately, an array of
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time-resolving detectors (such as a SPAD camera, for example)
would substantially negate this risk. However, this is not
believed to be necessary in practical operating
conditions/scenarios. That is, the invention is advantageous
because it does not require multiple detectors (or some kind
of scanning detection) in order to obtain the 3D information.

In another arrangement, it is possible to use a plurality
of different sources, each of which flash-illuminate the scene
at different locations, in conjunction with a single detector
for measurement respective temporal traces. The plurality of
sources preferably have the same modality so that the same
detection mechanism is used. For example, the plurality of
sources may be light sources whose output light has differing
wavelengths. The measurement signal pulses from the plurality
of sources are emitted in a non-overlapping sequence, so that
the reflected response from objects in the scene have

different arrival times at the detector.

Algorithm (Mapping model)

The underlying idea of the invention is that every object
in the scene has a different reflectivity (depending on its
size and material composition) and different arrival time for
the reflected response, e.g. photons emitted by the laser and
reflected back from the object to the detector. Thus, each
object in the scene manifests as a peak in the temporal trace
with certain amplitude and temporal position. The amplitude
(height) of the peak is related to the object reflectivity and
distance from the source/detector. The peak position (along
the time axis) is related to the object distance from the
source/detector.

Although in principle there are an infinite number of
objects with different combinations of dimensions/material
that could lead to the same reflectivity (thus, same peak
amplitude in our temporal traces), in reality the type of
objects that appear in a practical scenario are very
restricted. For instance, using the proof-of-principle
experiment discussed below, it has been shown to be possible
to distinguish between scenes composed by multiple people,

also with different clothing, and even including completely
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different objects, such as pieces of cardboard moving around
the people.

Following the discussion above, our approach works with
any data-driven algorithm that is able to associate a 3D image
of the illuminated scene to the temporal trace measured by the
time-resolving detector. In other words, the problem to solve
by the algorithm is: what is the mathematical operation M
performed on the measured histogram H that provides the scene
§? i.e. M(H)=S.

In this context, the machine learning approach using a
multilayer perceptron (MLP) discussed above is just one
example. Indeed, it may be possible to implement the
invention using a model that is not based on machine learning.
This alternative approach (referred to as inverse retrieval)
is discussed further below.

In one example, the algorithm comprises an artificial
neural network (ANN) consisting of a single layer that fully
connects the temporal traces with their corresponding 3D scene
through a matrix operation. A mapping model corresponding to
such an algorithm can be expressed as M-H=S§, which is the
simplest approach to solving the problem. Given that the
temporal traces may contain thousands of resolvable time bins
and that the scenes to be retrieved may contain thousands of
pixels, the equation M-H=S becomes a system of linear
equations, where M is a matrix with millions of unknown
parameters. To solve the equation, we first obtain thousands
of temporal trace-3D image data pairs that we feed to our ANN
during the training process. This process can be thought of
simply as a way of retrieving the elements of M. After the ANN
is trained (i.e. after the weights/elements of the matrix M
are obtained), retrieving the 3D scene from a temporal trace
can be done at very high speeds by just performing a matrix
operation.

The high speed matrix operation approach is advantageous
in application in which it is desirable to rapidly update the
3D image information, e.g. to effectively provide a 3D video.

It should be noted that the matrix operation discussed
above is only one way of implementing the invention. Other
implementations are possible using more complex machine

learning algorithms that can represent the mapping M(H)=S.
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Those skilled in the art are aware of a vast number of
different algorithms that are applicable to the approach set
out herein, where the aim is to retrieve 3D spatial data from
a single 1D temporally resolvable signal (e.g. time
histogram) .

As mentioned above, as an alternative to implementing the
mapping model using a machine learning algorithm, an inverse
retrieval methodology can be used. In this approach, a
simulation model may be derived that to simulate reflections
from a given scene. The simulation model can produce a
simulated temporal trace for a (predicted) candidate scene.
The inverse retrieval technigque comprises an iterative process
in which the candidate scene is adjusted to minimise
differences between the simulated temporal trace and a
measured temporal trace. In other words, a simulated temporal
trace may be expressed as A(S) = H', where mathematical
operation A acts on a predicted scene § to produce a simulated
temporal trace H'. From an initial guess for the predicted
scene §, a numerical simulation can be performed using A to
produce the simulated temporal trace H’, which can be compared
with a measured temporal trace H. This is done for example by
calculating the difference magnitude ||[H' —H|?. The true scene
can be obtained by minimising the difference magnitude. The
iterative adjustment to the predicted scene § can be performed
in any conventional manner.

An advantage of the inverse retrieval approach is that
usually no prior knowledge of any kind is required of the
object. This can be contrasted with the machine learning
technique, in which learning is based on a set of examples
that inevitably create a preferred output from the retrieval.

However, the inverse retrieval approach may also require
a regularisation function that needs to be added to the
difference magnitude in order to ensure that it converges to a
minimum. The inverse retrieval method is suitable for
apparatus that is configured to obtain multiple temporal
traces of the same scene from different detection points in
order to discriminant between candidate images that share

circular symmetry.

Experimental proof of principle
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An apparatus having a configuration similar to that shown
in Fig. 3 has been tested in in laboratory conditions. The
apparatus operates to flash-illuminate a scene using a
supercontinuum fiber pulsed laser (20 ps) with 78 MHz pulse
repetition rate (NKT SuperK Extreme) with a narrow filter at
532 nm. The detector is a single pixel detector consisting of
a fiber-coupled SPAD sensor (Excelitas) that, together with a
TCSPC electronics card (Becker&Hickl), yields 350 ps temporal
resolution, which corresponds to a spatial resolution of 10
cm. A time-of-flight (ToF) camera is used as a depth sensor
to gather 3D images to train a machine learning algorithm. 1In
this example, the ToF camera was a PMD CardBoard Pico Flexx,
offering a depth range up to 4 m and an image resolution of
224 x 171 pixels. 1In this experiment, the obtained images
were resized to 24 x 24 pixels.

The mapping model in this experiment consists of a MLP
algorithm, implemented as a single-fully-connected layer using
Keras on TensorFlow. Training the MLP algorithm involved
feeding it with 10,000 temporal trace-3D image data pairs, all
corresponding to a scene involving people moving in random
positions within an area of roughly 22 m?.

Fig. 4 shows some examples of experimental results 400
obtained with the apparatus described above.

The first row 402 comprises three experimentally recorded
temporal histograms that were not used during the training
process of the machine learning algorithm.

The second row 404 shows a 3D image of the scene obtained
from the mapping model for each of the temporal histograms
through a direct matrix multiplication.

For comparison, the third row 406 depicts the
corresponding ground-truth 3D images obtained with the ToF
camera. As can be seen, the mapping model is able to
distinguish the general features of the scene/person and its
distance from the sensor. It is interesting to note that the
bright area on the person’s head (due to high reflection from
glasses that ‘fools’ the ToF camera) was included in the
training set for the mapping model, and therefore also appears
in the output from the model.

The proof-of-principle results demonstrate the

possibility of achieving a scanless and compact 3D imaging
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apparatus. The apparatus can operate using a single pixel
detector (e.g. SPAD detector). The apparatus can produce 3D

images in real time, thereby opening the door to new
apprcoaches for high speed 3D pattern recognition.

The proof-of-principle tests used a time-of-flight camera
to obtain depth images. The camera used above was restricted
in range (up to 4 metres) and image resolution (224 x 171
pixels). However, as explained above, the training data set
can be assembled using any suitable spatially resolving
sensor. This may be an enhanced time-of-flight camera, e.qg.
with 13 m range at 640 x 480 pixels, or a commercial LIDAR

system.

Applications

The apparatus disclosed herein may find application is a
variety of fields, such as autonomous-driving vehicles,
machine vision, robotics, etc. The apparatus may find use as
a replacement for or alternative to LIDAR in fields such as
surveying, robotics, or object recognition. However, the
ability of the apparatus disclosed herein to return 3D image
information in real time makes it particularly suitable in
cases where rapid scene recognition is required. The recent
escalating demand for driverless cars means that LIDAR is now
a key technology in the automobile industry. The apparatus
disclosed herein represents an important development within
that field, as it can be used to provide a fast, reliable, yet

compact LIDAR-like system.
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CLAIMS

1. A three-dimensional imaging apparatus comprising:

a source configured to emit a measurement signal pulse
towards a scene to be imaged;

a detector configured to detect a reflected response to
the measurement signal pulse from the scene, wherein the
reflected response comprises a temporally resolvable signal;

a processor configured to:

receive the temporally resolvable signal;

input the temporally resolvable signal into a
computer—-executable mapping model, wherein the mapping model
is configured to map the temporally resolvable signal to
three-dimensional image data that represents the scene; and

output the three-dimensional image data.

2. The three-dimensional imaging apparatus of claim 1,
wherein the mapping model comprising a machine learning

algorithm.

3. The three-dimensional imaging apparatus of claim 1
or 2, wherein the temporally resolvable signal is a data
structure that associates variation in a parameter of the

reflected response with time.

4. The three-dimensional imaging apparatus of claim 3,
wherein the temporally resolvable signal is a temporal

histogram of intensity of the reflected response over time.

5. The three-dimensional imaging apparatus of any
preceding claim, wherein the detector comprises a single-point

detector.

6. The three-dimensional imaging apparatus of any one
of claims 1 to 4, wherein the detector comprises a plurality

of single-point detectors.

7. The three-dimensional imaging apparatus of any
preceding claim, wherein the source is configured to generate

optical radiation.
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8. The three-dimensional imaging apparatus of claim 7,

wherein the source comprises a laser.

9. The three-dimensional imaging apparatus of claim 7
or 8, wherein the measurement signal pulse is a light pulse,
and wherein the source includes an optical system configured

to flash illuminate the scene with the light pulse.

10. The three-dimensional imaging apparatus of any one
of claims 7 to 9, wherein the detector comprises a single
photon avalanche diode detector, and wherein the temporally
resolvable signal comprises a temporal histogram of photon

count over time.

11. The three-dimensional imaging apparatus of any one
of claims 1 to 6, wherein the source comprises an

electromagnetic radiation generator.

12. The three-dimensional imaging apparatus of claim 11,
wherein the measurement signal pulse is an electromagnetic

radiation pulse in the SHF or EHF band.

13. The three-dimensional imaging apparatus of any one
of claims 1 to 6, wherein the source comprises an acoustic
transducer, whereby the measurement signal pulse is an

acoustic pulse.

14. The three-dimensional imaging apparatus of claim 13,
wherein the measurement signal pulse is an ultrasonic pulse,

and wherein the detector comprises an ultrasonic sensor.

15. The three-dimensional imaging apparatus of any one
of claims 11 to 14 comprising a signal transceiver operable as

both the source and the detector.

16. The three-dimensional imaging apparatus of any
preceding claim further comprising a display screen, wherein
the processor is further configured to display the three-

dimensional image data on the display screen.
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17. The three-dimensional imaging apparatus of any
preceding claim further comprising a communication module,
wherein the processor is further configured to transmit, using
the communication module, the three-dimensional image data to

a remote device.

18. A method of generating three-dimensional image
data, the method comprising:

emitting a measurement signal pulse towards a scene to be
imaged;

detecting a reflected response to the measurement signal
pulse from the scene, wherein the reflected response comprises
a temporally resolvable signal;

receiving, by a processor, the temporally resolvable
signal;

inputting, by the processor, the temporally resolvable
signal into a computer-executable mapping model;

mapping, by a mapping model executed by the processor,
the temporally resolvable signal to three-dimensional image
data that represents the scene; and

outputting the three-dimensional image data.

19. A method of training a mapping model for generating
three-dimensional image data, the method comprising:

(a) emitting a measurement signal pulse towards a scene
to be imaged;

(b) detecting a reflected response to the measurement
signal pulse from the scene, wherein the reflected response
comprises a temporally resolvable signal;

(c) measuring, by a depth sensor, three-dimensional image
data for the scene;

(d) associating the temporally resolvable signal with the
three-dimensional image data to create an entry in a training
data set;

(e) repeating steps (a) to (d) to generate a training
data set comprising a plurality of entries; and

(f) training an artificial neural network using the
training data set to generate a mapping model configured to
map an input temporally resolvable signal to three-dimensional

image data.
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20. The method of claim 19 further comprising:
generating a virtual three-dimensional scene;
determining a simulated temporally resolvable signal at a
detection point by simulating a reflected response from the
5 virtual three-dimensional scene at the detection point to a
measurement signal;
calculating three-dimensional image data for the virtual
three-dimensional scene at the detection point; and
associating the simulated temporally resolvable signal
10 with the calculated three-dimensional image data to create an

entry in the training data set.

21. A computer-readable medium having computer-readable
instructions stored thereon, which, when executed by a
15 processor, cause the processor to:
receive a temporally resolvable signal indicative of a
reflected response to a measurement signal pulse from a scene;
map the temporally resolvable signal to three-dimensional
image data that represents the scene; and

20 output the three-dimensional image data.
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